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Abstract:
some macroeconomic variables and commodity prices in Latin

We seck to analyze the relationship between

America. The main hypothesis is that the economic performance
in the area is tied to the pattern followed by the commodity
prices. Moreover we expect to find that some commodities are
more relevant than others. We find evidence supporting our
former hypothesis but not the latter. An important result is that
macroeconomic variables and commodity prices breaks followed
a bimodal distribution over the last 60 years with one mode
around the 70s and the other mode at the beginning of the 21th
century.

JEL classification: C12; C58; E44; F44.

Keywords: Commodities dependence, external sector, Latin
America, breaks estimation.

Resumen: En el presente trabajo analizamos la relacién
entre determinadas variables macroeconémicas y los precios
de commodities en América Latina. La hipétesis principal
es que el desempefio econdmico del drea siguié el patron
del movimiento de los precios de las commodities. También
era esperable que algunas commodities fuesen mds relevantes
que otras. Encontramos evidencia a favor de nuestra primera
hipdtesis, pero no de la segunda. Un resultado importante es
que los quicebres de las variables econémicas y de los precios de
las commodities siguieron una distribuciéon bimodal durante los
ultimos 60 afios con una moda en los setentas y la otra moda a
principios del siglo 21.

Clasificacién JEL : C12; C58; E44; F44.

Palabras clave: Dependencia de commodities, sector externo,
América Latina, estimacién de quicbres.
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1. INTRODUCTION

In this paper we pose a simple question from a descriptive point of view: Did changes on the trends of the
external sector of Latin American countries take place at the same time as changes on worldwide commodity
price indexes? More explicitly, we obtain breaks on different series of the external sector and commodity
price indexes of the countries of Latin America and compare the dates looking for contemporaneity. If they
were indeed contemporaneous we can argue that there is some sense of dependence of the external sector on
commodities since the former is sensitive to the latter.

We based our study on the papers published in “Los recursos naturales como palanca del desarrollo en
América del Sur: ;ficcién o realidad?” (“Natural resources as trigger of growth in South America: fiction or
reality?”) Edited by Red Mercosur, especially the work done by Albrieu.

The author uses as a part of his analysis of data on commodities estimations based on exogenous breaks
that he considers relevant to include and test. In our paper we use a series of endogenous break tests to
figure out when commodity price indexes had suffered a break and we compare those with the breaks on
the macroeconomic variables of each country in Latin America, more specifically we compare those breaks
with the current account and external sector variables such as exports and imports. Since our focus is on the
external sector we do not use any measure of GDP or GDP growth.

Regarding some stylized facts it can be mentioned that during the 21st century a new growth path was
introduced in the world which was different to the ones followed worldwide before. Particularly some strong
new players came into play such as China (Gallagher and Porzecanski, 2010), India and other players that
were already important but became more prominent like Brazil and Russia. In other words, the emerging
world became a fundamental actor in the new setup not only because of the crises suffered by the developed
countries (mainly after Lehman Brothers) but also after the new trade links between developing countries
were settled (south-south trade). In this new world, after the BRICs (Brazil, Russia, India and China) a new
group is gaining power: the MINTs (Mexico, Indonesia, Nigeria and Turkey).

In particular, when we look at Latin America we can observe very high economic growth in the last decade
in comparison to what had happened throughout the second half of the 20th century (the former experience
is known in everyday language as “growing at Chinese rates”).

The key of the success of these economies was the high price of commodities (from soya to oil) that took
place after China and India started pushing upwards the demand of these goods.

As Albrieu (2012) mentions:

“The success of a development strategy based on natural resources will not be neutral to the trend and
the volatility of the external sector prices: if we follow a declining path on the terms of trade we will have
an external deficit and that could undermine the economic growth (Rodriguez, 2006) while high volatility
on raw materials prices can increase the macroeconomic instability and through this channel it can reduce
economic growth (Lederman and Xu, 2009).”

As it can be seen following a growth path based on the historically high prices of commodities can result in
deep problems if the trend stops. Several papers (Fernandez et al. (2017); Shousha (2016); Ferndndez et al.
(2018)) point out that around one third of the fluctuations of the economic cycle can be explained by shocks
on commodity prices. Albrieu (2012) provides data showing that countries in the region receive between
11% and 33% of their income from selling commodities. Also these countries may be in trouble if public
expenditure increases in a higher proportion than the increase of the commodity prices.

At the same time exporting natural resources generates an extra risk: the appreciation of the local currency
driven by the increase on the flow of foreign currency toward the country. This effect can trigger several
political problems known as “Dutch diseases” (Corden, 1984).

Another study strongly related to our main idea is the paper written by Jaramillo et al. (2009). The authors
state that China pushed up the commodity prices and this effect led to an increase on the external sector of



FERNANDO DELBIANCO, T AL. DEPENDENCE OF LATIN AMERICA EXTERNAL SECTOR ON COMMODITY
PRICES. A CONT...

Latin American countries. Implicitly they assume that the economic cycles in Latin America are correlated
with commodity prices cycles.

We based our work on Hamilton (2008). In his paper he tries to explain the dependence of the US on oil
prices because he observes that 9 out of 10 US recessions were preceded by a spike up on oil prices. Although
he does not perform any break test he uses the descriptive approach to settle the question. Since he tries to
measure the dependence of the US on oil prices using OLS his approach is radically different than ours. While
doing this kind of analysis you can explain more formally the shape of the effect it is econometrically difhicult
to estimate, and noise will tend to increase the likelihood of coeflicients statistically not different from zero.
To avoid this kind of issues we try to focus on the descriptive stage and to provide a formal benchmark to
analyze it.

Several recent papers, including Shousha (2016), Fernandez, Schmitt-Grohé and Uribe (2018) and Ben
Zeev, Pappaand Vicondoa (2017), conclude that shocks on commodity prices have explanatory power of the
cycle of Latin American economies. We differ from these works by using a different methodology to show
the relationship between commodity prices and the external sector of Latin American economies that allow
us to use a longer dataset.

The authors previously performed a study of cointegration with breaks between commodity prices and
current account for Argentina (Delbianco-Fioriti, 2014) and another work extending the results to countries
of Latin America and the Caribbean (Delbianco-Fioriti, 2018). In these works evidence suggests that there
is a strong relationship between the volatility of commodity prices and the financial flows of the Latin-
American region.

We do no state that our channel is the only one that prevails. For example, Ghimire et al. (2016) show
that developing countries need aid-for-trade to improve their trade balance, being this channel a relevant one
for the countries we consider. Regarding volatility Edwards (2010) finds that regional free trade agreements
lower growth volatility. We may contribute to his paper by showing that controlling growth volatility by
commodity prices volatility may lead to different conclusions.

The approach in this work is as follows: As a first step we estimate separately breaks on each of the chosen
series (current account, trade balance, imports, exports, soya price index, agriculture price index, metals
price index, energy price index and not energy price index). Afterwards we plot the results in order to find
similarities, which are evident in this exercise. Finally, we look for contemporaneous breaks in order to
understand if the external sector is related to commodity prices.

The paper is divided as follows: Section 2 briefly introduces the methodology used. Section 3 presents
the results of the paper after detailing the datasets used. Section 4 highlights some conclusions and proposes
further research to be done.

II. METHODOLOGY

In this section we explain our main structural break test. In the Appendix we show that conclusions are
robust to using other tests.

II.1 Bai - Perron (BP)

Bai and Perron (1998) consider the following model:
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=T 8+ 20+, t=1,..., T}
Y = ;1:;,{? - :;_fig + g, t=1,...,15

.!)'1‘ p— ii:;:ﬁ —+ :;firuﬂ-] + r”.f. it = J. ..... IIHI:-I—J [1]

The dependent variable, observed at the # period, is y,. Covariate vectors are x,(p X 1) and z,(p x 1) and
their coefficients vectors are £ and 3](/ = L..,m + 1). pdenotes the error component, while (7, T5,..., T,,+1)
are the structural breaks, which are treated as unknown.

If p = 0, the model becomes a pure structural break model. Denoting the diagonal matrix 7=

diag(Zy,....Z,+1), whereZ; = (ZTH +1. ZTZ.)| , the model can be rewritten as follows:
}f — _XJJ + Zis + U [2]

where Y = (yl, Voo yT), X =(xp Xp o X7), U= (/‘1’ Iy - ,uT), 5=(0" 05 = 07) and Z is the diagonal
matrix that introduces the breaks at (77,...,75,) .
Superscript 0 refers to the real data, so that the data generating process is given by:

Y = XA+ 2%+ U 3

The goal of the test is to estimate the break points so as to minimize the sum of squared residuals, S7:

(T4...., Twm) = arg min Sp(Ty, ..., T,)

ITI. DATA AND RESULTS

Are the comparative advantages of Latin America their curse? Having neither a model nor an idea of causality
we try to address how far Latin America depends on commodities, mainly considering the performance of
the region at the beginning of the 21st century. Our preliminary hypothesis is that the growth path of these
countries is heavily dependent on the trend of the commodities markets. As pointed out by Albrieu (2012),
the average share of commodities in the total exports of the countries in the region is 43%. As a first approach
we look how close in time are the structural breaks on four of the main macroeconomic variables of the
external sector for the Latin American countries with the breaks experienced by the commodity prices.
Our second hypothesis is a decomposition of the first one: if countries do not depend on the commodities
as a whole, do they depend on their main produced commodity (such as metals in Chile or agriculture
in Argentina)? We pose this question because it is usually considered that these commodities drive the
economic cycles on the economies considered and by addressing the issue we could validate the idea or
not. As a complement to our contemporary analysis we provide Table A.12 in the appendix highlighting
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the main commodities for each country obtained from a regression in which it can be seen that in most
cases commodities are significant in order to explain the external sector (even though we only provide the
relationship between commodities and the current account, we can extend our analysis and obtain similar
results).

The dataset published by CEPAL (Cuadernillo 37) provides data from 1950 until 2008 about the external
sector measured with constant prices. Table A.11 shows the trade balance of the bigger countries for the
period 19802008 measured with constant prices of 2000. Also we used several commodity prices indexes
(IMF). The indexes correspond to the prices of soya, agriculture in general, energy, not energy and metals.
Among those indexes only soya represents a single good while the others represent a bundle of commodities.
Since we use a price index, it is expressed in relative terms thus deflating it becomes redundant. We present
figure 3 in the appendix showing the commodity indexes path. The macroeconomic variables chosen for the
Latin American economies were current account, trade balance, imports and exports. The countries analyzed
were Argentina, Bolivia, Brazil, Chile, Colombia, Ecuador, Mexico, Paraguay, Peru, Uruguay and Venezuela.

Our focus is on the external sector of the countries since we want to shed light on the fact that the region
used commodities as a mean to obtain foreign currency and foster growth. Another alternative is to examine
the relationship between GDP and commodity prices, but many other variables have to be used and the effect
is more difficult to observe.

We focused our analysis on understanding how the current account is affected by breaks on the
commodities but given the debt episode that took place on these countries on the 80s! we used as a
complement the trade balance because it does not include debt interest’s payment. On the other hand,
analyzing exports and imports allows us to see how close the dynamics of the external sector to the dynamics
followed by the raw materials are.

In terms of results we show the distribution of breaks (number of breaks found by year with all the tests)
in the Figures 1 and 2. It can be observed that all the series analyzed have a bimodal distribution of the breaks
with mass around two dates: One towards the end of the 70s and the other along the beginning and middle
of the first decade of the 21th century which is consistent with the cycles that took place on the region.

FIGURE 1
Distribution of breaks of the macroeconomic variables.
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Notes: m: imports; x: exports; cc: current account; be: trade balance. The graph shows the sum of the breaks of all the test for
each given year. E.g. If Argentina and Brazil had a break on imports on 1979 then we know that two breaks took place in 1979.
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FIGURE 2

Distribution of breaks of the commodities indexes.
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Notes: As in figure 1, when two indexes suffered a break in the same year we add the breaks. E.g. if the price
index of energy and metals suffered a break on 1985 then we know that two breaks took place in 1985.

It is interesting to highlight the coincidence of the bimodal distribution between the macro variables and
the indexes. There is a slight difference on the mass around each mode that is a consequence of having several
macro variables, but the bimodal pattern is obvious. A potential weakness of this result is that some events
may have taken place at the same time as the structural breaks (for example liquidity issues or wars) and the
results may be misleading, but we can clearly observe some relationship between commodity prices and the
external sector of the countries in the area.

Another way of visualizing the relationship between breaks of commodities and macro variables is
counting by year and by country how many macro variables had a break and whether it is contemporary or
not with a commodity index break. These results can be observed in the following table.

TABLE 1
Contemporaneity events using BP
Country | break 2 breaks 3 breaks 4 breaks
Argentina 69,73, 83,95 75 03
Bolivia 55,63,73,76,79,91,99,03
Brazil 54,77.84,85 87,03
Chile 61,62, 67,91,97,99 69,79, 84, 03
Colombia 63, 69, 86, 91,93, (4 03
Ecuador 57,63,77,79, 85,90, 4
Mexico 63, 77,83, 94 84, 97 03
Paraguay | 55, 61,79, 89,91, 94, 95, 96,99 03
Peru 55.66,71,73 03 61,79
Uruguay 58,78 79,84, 4
Venezuela 57,69, 76, 79

Source: Author’s elaboration.
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Notes: Overline: Contemporaneity with Agriculture and Not Energy. Underline: Contemporaneity with Metals.

Table I highlights the fact that almost every country in the region exhibited a contemporaneity event with
a commodity index during the period analyzed (except Venezuela). Similar tables can be obtained for the
different break’s methodologies using the tables in the appendix, achieving similar results.

Several figures and tables obtained from the structural break tests are shown in the appendix. After the
graphs where the bimodal distribution is present we can see tables detailing by country and by year which
macro series were contemporary with which commodity series. The last table lists all the breaks for each
variable, by test, and specifies year and significance (KP establishes suggested breaks).

A couple of facts are present in the tables. First, the breaks follow a bimodal distribution as stated before.
Moreover there are almost no breaks on the 50s, 60s and 90s. This is even more extreme for the commodities:
apart from a suggested break on 1988 there are no breaks outside the 70s and the first decade of the 21th
century. This information is available on Tables A.6 to A.10.

Regarding the contemporaneity Tables (A.1 to A.5), it can be seen a discrepancy of results depending on
the test considered (we do not consider contemporaneity between tests). Using ZA with intercept and ZA
with trend there are many coincidences between the breaks of soya and energy and some cases among metals
and not energy. In most of the countries these breaks coincide with breaks on the trade balance and on the
current account and in some cases they are also contemporary with breaks on the exports.

In the case of ZA with intercept and trend not energy becomes irrelevant while energy and agriculture
have many cases of contemporaneity. Also, for the case of energy, there are cases where up to three macro
variables are contemporaneous with the break.

Metals become extremely relevant for the BP test, mainly by being contemporaneous with the trade
balance and the current account.

Finally, the KP test (presumably the most powerful given it is more modern) finds many cases of
contemporaneity, mainly in agriculture and energy and a few on soya. Moreover, it is important to highlight
that this test finds that the commodities breaks are contemporaneous in some cases with the four macro
variables chosen in this paper.

As a general final remark it cannot be stated that the main commodities are the ones that drive
contemporaneity since metals index is not always contemporaneous for Chile, agriculture is not always for
Argentina and Brazil, energy is not always for Bolivia and the same holds true for the remaining countries.
This remark shows that our methodology is powerful in terms of contemporaneous events but does not
provide enough insight on the degree of dependence.

IV. CoNCLUSIONS

Asaconclusion it can be mentioned that there seems to be a strong relationship between the macroeconomic
variables of Latin American countries and the price of the commodities and if this relationship is forgotten
then any change on the trend of prices could undermine the growth pattern in the arealeaded by the external
sector.

The most striking fact on this paper is that macroeconomic variables in Latin America and commodity
prices have followed a bimodal distribution. Also, the two modes of both distributions seem to be quite close,
highlighting the fact that the area seems to be heavily related to commodity prices.

Some extensions could be to study the correlation to understand if commodity prices break determine
macroeconomic variables breaks or the other way around. Another interesting topic is to determine to what
extent these economies rely on commodities and to understand the industrialization patterns throughout
the period analyzed in this paper.
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A. Appendix
A.1 Structural break tests

In this part we explain the remaining two structure break tests that we use throughout the paper.

A.1.1 Zivot - Andrews (ZA)

The classic test of Dickey-Fuller (ADF) with three different specifications (with trend, with constant drift
and with both) without structural changes in the series analyzed, generally shows that the series are non-
stationary. However, this result is not surprising when one is working with relatively long time series.

The unit root tests most commonly used as the Dickey-Fuller (1984), or Perron (1989)* tend not to reject
the null hypothesis of a unit root in the presence of structural changes and then generally tend to conclude
that the series are not stationary. There are then tests that detect when there was a break in the series analyzed,
like Chow, but this first generation requires a priori information about the existence of the break or use
iterations to find such information. A different approach is followed in the work of Zivot and Andrews
(1992), which determine endogenously the date of structural change.

The ZA test sequentially analyzes the possible presence of structural changes in the series in each
observation, generating dummies in each period. The dummy with a higher level of significance is taken
as indicating the period in which the series under study undergoes a change of regime. Removing this
sequentially incorporated dummies, the ZA test is then the classic format of a stationarity test (a test of unit
root) as the ADF.

ZA is not a structural break test per se. It is, as mentioned, a way to make a stationarity test which tests
the null hypothesis of a unit root against the alternative hypothesis of stationarity with a break point at some
unknown point in the series.

So, this test has the characteristics of a unit root test with notation similar to Perron but defining the
structural break endogenously.

The null hypothesis that ZA pose for the three models is:

Yt = L+ Yi—1 + €t
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Thus, it is considered that under O the series is integrated without structural changes. Then, the selection
of ) is the result of search for a dummy that achieves a stationary representation of y,. This means that the
alternative hypothesis implies stationarity with a single break. The objective is then to estimate the break (the
dummy) that most ponder the alternative of stationarity.

A is chosen to minimize the one tail t-statistic, testing that ai = 1 for i = A,B,C, since small values of the
statistic denote rejection of the null. In other terms,

o [’1}‘;}} —inft. i=A B,C
AcA

[A2]
where 4 €(0,1).
As now the null is specified as in 5. Then, the equations for return in ZA unit root test are:
k
ye = it + 6°'DU; (E) + B+ a1+ Y T Ay + &
7=l [A3]
I
y; = i +7°DT; (}.) + BBt + aBy,y + Z.Ejfﬂyt_j + &
j=1 [A4]
k
e — i€ +0°DU, (A) +5°DT? (1) +.::§(:t+3('3;z—l+z ﬁ;"&yﬁ—j—k@k
Jj=1 [A5]

where DU, (A/\) = 1ift >T A, 0 otherwise; D; ( A ) =t~ TAift>TA,0inany other case. Ais the estimated
break point after the mentioned procedure.

For each’), the number of £ extra lags, were determined using the Perron’s procedure4. Then, the #-statistic
is computed. The minimum # obtained on 7" —2 regressions indicate then the estimated break date.

Once the selection of A is no longer exogenous through the estimation method, ZA can no longer use the
critical values computed by Perron. Now HO is rejected if:

F"cli Eoi (}"} < ‘i"'ii'tf-ﬁ" i=AB,C

[A.6]

with kj, 4 as the critical size o (toward the left tail of the distribution of the statistic) of the asymptotic

distribution of inf Y ta,-()\). Here, ZA claim that, by definition, these critical values are at least as large

eA
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as those obtained under an exogenous A. From this perspective then, the unit root test of Perron would be
biased to reject the null hypothesis.

A.1.2 Kim - Perron (KP)

Regarding the test of Zivot and Andrews, Kim and Perron (2009) mentions:

“Zivot and Andrews assumed that if a break occurs, it does so only under the alternative hypothesis of stationarity. This
is undesirable since a) it imposes an asymmetric treatment when allowing for a break, so that the test may reject when the
noise is integrated but the trend is changing; b) if a break is present, this information is not exploited to improve the power
of the test.”

Given these two issues, KP propose a testing procedure that allows a structural break under both the null
and the alternative, and when a structural break is present, the asymptotic distribution of the test is the same
as the case with a known break in the series, thus allowing increased power while maintaining a proper size
test.

KP considers a univariate process y, generated by any of the three models of Additive Outliers (Additive
Outliers, AO), or any of the two models of Innovative Outliers (Innovational Outliers, IO). For each model,
the series is generated by the sum of a deterministic trend and an error term. The deterministic trend has a
single break that occurs in a given period in the intercept, slope, or both, depending on the model.

The data generating processes (DGP) of the AO models are:

ye = 2 (11); @+ pe = 2 101 + 2 (1) 5 P2 + pt

where z,.; = (1, ¢), d)l: (1 B),

DU; Model Al Hb Model A1
z(Th), = By Model A2, ¢2 = By Model A2
(DU:, By) M odel A3 (j1p, Bp) Model A3

with DU, = B, = 0ift < Tj,and DU, = I, Bt =t — T} if t > T. Here, T; = 2°T, with 0 < 1 < I, that
denotes the true break (and A“the true fraction that this break represents). Note that DU,and B, depend on
T; and T but this dependence is omitted. The error {x,} is such that 4(L )u; = B(L)e; where ¢, ~ i.i.d (0, a2),
and A(L) and B(L) are polynomials L of order p + I and g, respectively. A(L) is factored as (1 — al)A"
(L) and is assumed that A" (L) and B(L) have roots strictly outside the unit circle. The null and alternative
hypothesis are HO : « = 1 and HI : |2| < I, respectively. The specified ARMA model can be relaxed to allow
even more general processes but uses these specifications to facilitate the presentation of the test. The DGP
of the innovational outlier (IO) models under the null hypothesis are given by:

Y =ye1+ B+ (L) (d(T1), 502 + 1)
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where

d(T)), , = D(T1), Model 11
U2 T (D), , DUy Model 13

and D(T;),=1ift=T;+ 1 and 0 otherwise.
Under the alternative hypothesis:

I

Yt = z;_Jc_m + W (L) (z(T1)s5 P2 + &t)

where

*

- DU Model 11 JTms Model 11
Z{_f]::lr__zz{ ; W . ‘,tﬁg—{ - . g 7
(DUy, By) Model 13 (s, ) Model 13

with ¥* (L) and ¥(L) such that ¥* (L) = A" (L)' B(L) and (I —aL)™ ¥ (L) = Y(L).

The authors point out at this point that the models 41, 42, A3 (with &, = ¢ + 8,T;), 11 and I3 (with ;, =
¢ + B4T) are the same as in Perron (1989), except that the structural change is unknown (i.e. the potential
date of the break is unknown).

Here, it should be noted that what is done is to test first a similar test to the one implemented in Perron
(1989), but instead of using the actual date break, using an estimate of the same. The Perron procedure tests
the unit root hypothesis on the sum of the autoregressive coefficients of the regression on the series that was

previously removed the trend (for both AO and IO models). The result of this test is that ta( AC) >R ( )\C)

. So, using an estimation of , the desirable condition is that z, ( AAC) =R ( AAC) . If this result holds, then one
can use the critical values for the case where ) is known.

To estimate the break, Kim and Perron (2009) focus on the method to minimize SSR. Then KP’s work
shows that the condition mentioned is true under certain assumptions, depending on the case of DGP in
question. To fulfill this condition, as mentioned at the beginning of this subsection, the size improvement
to be working with the distribution as if the breakdown was known rather than unknown.
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A.2 Tables

TABLE A.1
Contemporaneity events using ZA I
ZA1 Soya Agriculture Energy Metals Notenergy
Argentina
Bolivia bc bc
Brazil
Chile
Colombia | cc.be cc.be
Ecuador X X
Mexico cc cc
Paraguay
Peru cc.be be bc ce.be
Uruguay
Venezuela cc,be cc.be

Source: Author’s elaboration.

Notes: m: imports; x: exports; cc: current account; be: trade balance; ZA I: Zivot - Andrews test with intercept.

TABLE A.2
Contemporaneity events using ZA T
ZAT Soya Agriculture Energy Metals Not energy
Argentina
Bolivia bc cebe cebe cc,be
Brazil m
Chile X be bc be
Colombia
Ecuador | cc,be be bc be
Mexico X
Paraguay X
Peru X,m
Uruguay | x(2)
Venezuela

Source: Author’s elaboration.

Notes: m: imports; x: exports; cc: current account; be: trade balance; ZA T: Zivot - Andrews test with trend.
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TABLE A.3
Contemporaneity events using ZA I+T
ZAI4+T Soya  Agriculture  Energy  Metals Not energy
Argentina cc x,bem
Bolivia be x.ce X
Brazil
Chile X x.m X
Colombia | cc.be x(2) X
Ecuador | x,cc.be ce(2) cC
Mexico m b
Paraguay X
Peru ce,be,m
Uruguay X X.CC,m x.m
Venezuela cc x.bcec(2)  x.cc

Notes: m: imports; x: exports

Source: Author’s elaboration.

; cc: current account; be: trade balance; ZA I+T: Zivot - Andrews test with intercept and trend.

TABLE A.4
Contemporaneity events using BP
BP Soya Agriculture Energy  Metals  Notenergy
Argentina x.cc.be x.cc.bc,m x.be
Bolivia m be m
Brazil X
Chile x.m
Colombia x,be,m
Ecuador be
Mexico ce,be,m
Paraguay X,m
Peru x,m cc.be x,m
Uruguay cc.be
Venezuela

Source: Author’s elaboration.

Notes: m: imports; x: exports; cc: current account; be: trade balance; BP: Bai-Perron test.
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TABLE A.5
Contemporaneity events using KP
KP Soya  Agnculture  Energy  Metals Not energy
Argentina X cc.be.m cc,be,m
Bolivia | x.cc.be m m
Brazil be,m X,cC X,CC
Chile x.ccbem  x.cebem
Colombia cc,be,m cc,be.m
Ecuador X.m cebe cc.be X X
Mexico cc,be,m cc.bem
Paraguay cc,be cc,be ce,be
Peru bc.m cc X.CC
Uruguay X cc,be,m cc,be,m
Venezuela | x.ce cb,m bc,m

Source: Author’s elaboration.
Notes: m: imports; x: exports; cc: current account; be: trade balance; KP: Kim-Perron test.

TABLE A.6
Suggested breaks by variable (column) and by test (row)

Vanable/Test LA LAT LA I+T BF DKP
Soya 1973% 2007*  1974* 2005**  1973* 2004*  2007** 1973 2009
Agriculture N5 NS N5 1973%* 1981 2009
Energy 2005* 2002+ 1979+ 2005* NS 1979 2009
Metals 2005%* 2002%= 2005%= 2005* 1988 2009
Not energy 1973* 2002* NS 1973** 1988 2009

Source: Author’s elaboration.
Notes: ZA I: Zivot - Andrews test with intercept; ZA T: Zivot - Andrews test with trend;
ZA I+T: Zivot - Andrews test with intercept and trend; BP: Bai - Perron test;KP: Kim

* ok

- Perron test; *,** significance at 5% and 1% respectively; NS: No significative breaks.

TABLE A.7
Suggested breaks by variable (column) and by test (row)
Variable/Test  ZAD AT LA L+T BP DEP
X g 1977=* NS 1977 1973% 1995* 2003* 1975 2004
% bol NS 2007 207w [ Gy 1975 2001
% bra NS NS NS 1987 * 2003* 1981 2001
xchi NS 207 e L 1967* 1979% 1991* 1999* 2003* 1980 2003
x col NS NS 1978% 2007** 1993%* 2003** 1976 1993
X el 1972% NS 197 2% 1963%* [979** 1971 1986
X WX NS 19765 NS NS 1976 19949
xpar  1977%*  1973%* 1977+ 1989%* 1995%* 2003** 1976 1995
x per NS 2007+ NS 1955%% 1961+ 1971+ 1978 2003
xura  1976%%  1973% 2007%%  1976°* 2006* NS 1974 2003
X Ven NS NS 2007* 1957** 1979** 1974 1992

Source: Author’s elaboration.
Notes: x: exports; ZA I: Zivot - Andrews test with intercept; ZA T: Zivot - Andrews test
with trend; ZA I+T: Zivot - Andrews test with intercept and trend; BP: Bai - Perron test;KP:

* Kk

Kim - Perron test; *,** significance at 5% and 1% respectively; NS: No significative breaks.
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TABLE A.8
Suggested breaks by variable (column) and by test (row)
Varable/Test  ZA AT A LT BP DEF
m arg 1979** 1971% 1979+ 1969* 2003** 1979 2001
m bal NS NS NS 1973 1979 1981 2004
m bra NS 2007 NS 1934* 1973 20035
m chi 1979+ 1950+ 1970+*  19a1% 1960%* 1007+ 2003* 1041 1008
m col NS NS NS 2003** 1981 1098
M ecu NS NS NS NS 1973 1998
m mex 1978+ 1071 #=* 1971+ 1984% 1007+ 2003* 1981 1004
m par NS NS NS 1901%* 1900** 2003*+ 1976 1995
m per 1978**  1978** 2007*  1974** 1961%* 1973** 1979** 1973 20035
M ure NS NS LT 1958* 1978~ 1979 2001
mven NS NS NS NS 1981 2004

Source: Author’s elaboration.
Notes: m: imports; ZA I: Zivot - Andrews test with intercept; ZA T: Zivot - Andrews test with
trend; ZA I+T: Zivot - Andrews test with intercept and trend; BP: Bai - Perron test;KP: Kim -
Perron test; *,** significance at 5% and 1% respectively; NS: No significative breaks.

TABLE A.9
Suggested breaks by variable (column) and by test (row)

VarabierTest  ZA 1 ZAT ZATe] BP (574
boarg 196570 2002°  1965°° 1979+ 1975° 1983° 2003° 1979 2000
b bl 19745 1972 Ny = 197 4= 19T&* 199]** HH3=e 1973 2002
b bra NS M5 NS 1977 1985 1973 20000
b chi NS N 2000 192" 1960%* |97 QR 1980 2005
be col 1975 NS 1975%*  1963* 1969° 1986% 1991% 2004%* 1950 1998
be eeu NS 2004°+ 2002%* 1977%% 1985°* 1990°* 2004%* 1951 1998
be mex NS 1979+ 1979+* 1983%* 1994°* 2003%* 1981 1994
b par 197G9* NS NS 190" |99 1977 1988
b et 1973 2004%  JOTE** 909 197 4= 1961%* | 966 * 970" i+ 1974 2005
be uru M2 NS NS 1979%* |QR4=* 2004 1979 2001
e vien 2004 1977 |90g=  (OTT** 905 NS 1951 2002

Source: Author’s elaboration.
Notes: be: trade balance; ZA I: Zivot - Andrews test with intercept; ZA T: Zivot - Andrews
test with trend; ZA [+7T: Zivot Andrews test with intercept and trend; BP: Bai - Perron test;KP:
Kim - Perron test; *,** significance at 5% and 1% respectively; NS: No significative breaks.

FIGURE A1
Commodity price indexes by year

Index Value by Year
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TABLE A.10
Suggested breaks by variable (column) and by test (row)

VanablelTest  ZA 1 ZAT ZALT BP DKP
ccap TOTCI0T 1970 976 300 575" 2003 1979 2001
o bol 1977 LR 19754 1955 10a3* 1973 2002
o b NS NS NS 1984** 1981 2001
oc chi 1978+ NS NS 1984++ 1980 2005
e cal 1975¢ NS 19750+ NS 1980 1998
cc ecu NS W07¢ 1978% 2006+ 10574+ 1981 1997
cc mex 1974+ 1969 1965°%  1963%% 1977°% 1984° 1997+ 2003°* 1980 1994
o pur 1979+ NS NS 19555 1070% 00y 1977 1088
cc per 1973+ 1978% 1974+ 1979+* 2003+* 1980 2005
cc uru 1963* 1967+ 1979+ 1979 1984°* 2004+ 1979 2001
coven  1977%2003%%  1979% 1994°°  1977%* 2005+ 1969* 1976° 1973 2003

Source: Author’s elaboration.
Notes: cc: current account; ZA I: Zivot - Andrews test with intercept; ZA T: Zivot - Andrews
test with trend; ZA I+T: Zivot - Andrews test with intercept and trend; BP: Bai - Perron test;
KP: Kim - Perron test; *,** significance at 5% and 1% respectively; NS: No significative breaks.

TABLE A.11
Trade balance by country by year (constant prices 2000

Argentina  Brasil Chile  Colombia  Mexico Peru Urnguay
1980 334784 536090 -102972  -127.74 597032 68675 -T65.B6
1981  O7B.05  -1437.90 -2919.69 164147  -B31292  -B47.68  -467.82
1982  2339.25  -I540.61 40066 -218174  ecl214 -T4342 574
1983 317975 3609565 55406 -204409 1634058 4279 LOR|
1984 346045 1020521 18322  -133.42 1401825 873323 10643
1985 474884 1002279 49021 -630.30 831602 112694 32381
1986  1703.62 622626  636.33 1541.45 488305 46825 40B381
1987 26030 8300.67 24165 1441.19 9143321  -1001.92 24278
1988 361370 1572206 147593 56076 219997 50212 43412
1989 5(4B65 1205495 98581 113554 -237.18 O6li6  603de
1990 77803 GO7RS3 97O 1745.69  -3109.31 3156 39326
1991 270406 501954 1367.78 0729 923586 -5BAED 25406
1992 377674 10966.06  497.32 1ELOF  -1721254 91380  159.10
1993 -5462.62  B48475  -1102.27  -148954  -14557.50 -134403  -100.58
1994 743036 539604 51493 316803 -21059.70  -1496.61  -225.83
1995 97058 -1009e.55  BBL32  -3312.12  e307.08 274041 -57.08
196 -1621.62 -1267243 91566  -298640 614672 -242576 -113.84
1997 -5963.72  -15496.52 -1377.37  -392971 75839 243162 -149.71
1998 723379 -16065.54 -243269 387147 -BB1072 322060 -3F.16
1999 494337  -B262.58 172340 58667  -B4OB B4 -1306.79 49054
2000 -1831.B8  -TRSTE 140005 141091 1066051 -114587  -533.40
M 358701 -527L14 103480 -B3090 -13463.00  -118B.39  -480.54
2002 1641578 860332 180922 116850 1177140 -T1876 12244
2003 1611297 20000.68 320594 -BELS1 1022983 4600 3300
2004 1145279 2672006 B4B3IE1 -31le66 1258108 205397 45029
2005 1121015 3097035 910543 -45367  -1103876 373554 33L0
2006 12193.18 2943099 19015.86 -153096 -10223.93 e503.26  -T0.57
2T 1100041 2018635 1863374 -I5B3T70 1334192 513053 93
2008 1122941 521945 598538 159045 1873933 71047 -480.90

Source: CEPAL Cuadernillo 37.
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TABLE A.12
Relevant commodities for the external sector.

Argentina **

Bolivia o g% wEE #F
Brazil S T T T
Chile T T E T R

Colombia * * *

Ecuador kRO
Mexico #

Paraguay

Peru i *
Urugu;‘}r Ed B Bl #
Venezuela EEE EEE HE

Source: Author’s elaboration.
Notes: *,** and *** significance at 10%, 5% and 1% respectively; linear
regression with differenced variables using Newey-West robust standard errors.

NoOTES

1 High interest rates on debt represented most of the current account balance.
2 Deeper analysis in the original work, P. Perron (1989).
3 Asin Perron (1989), the breaks are introduced as dummies in any of the three plausible models.

4 'This means that the amount of additional regressors £ will vary (or may vary at least potentially) for each selection of
L. (Zivot and Andrews (1992), p. 255)



